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ABSTRACT
The extremely large number of data sets that can be drawn from internet has bootstrapped in a way the data mining techniques from extracting real time results. For this reason clustering and other mining techniques in the data stream model have grasped the interest of Data Mining community [6]. Recently have been proposed many algorithms for the basic clustering problem for massive data sets [7] that produce an approximation using efficiently the memory, which is the most critical resource for streaming computation. Also have been studied some approximation algorithms [8] for the k-median clustering using cosets in $\mathbb{R}^d$ with only polynomial dependency on $d$.

In this paper, we present a new model for clustering click stream data. We adopt the idea of division the clustering process into an online component which periodically stores detailed summary statistics and an offline component which uses only this summary statistics [3]. In this concept we use k-means in order to perform clustering over data streams which is a very efficient and powerful algorithm for this type of problems. For the purposes of our experiments we have modified k-means in the input process. In other words we have built a mechanism that provides k-means with real time data feeds from web server.

The main originality of our model is based on the fact that it uses compressed data of click streams in memory providing on-line clustering with real time results. These results allow further cluster analysis and have security and usability perspectives.
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1. INTRODUCTION
The evolution of internet has lead to an explosion of available information. Modern hardware and database technology has made it possible to store all this information in big and distributed databases. However, this rapid digitalization has pointed out an important need for techniques, tools and algorithms to delve and efficiently discover valuable, non-obvious information from large databases and more recently from data streams. Data mining techniques have been proposed and studied to help users better understand and analyze the information. Clustering and other mining techniques have grasped the interest of the Data Mining community.

Clustering is a useful and ubiquitous tool in data analysis [9]. In broad strokes, is the problem of finding a partition of a data set so that, under some definition of “similarity,” similar items are in the same part of the partition and different items are in different parts. With the rapid increase in web-traffic and e-commerce, understanding user behavior based on their interaction with a website is becoming more and more important for website owners and clustering in correlation with personalization techniques of this information space has become a necessity [10]. The knowledge obtained by learning the users preferences can help improve web content, find usability issues related to this content and its structure, ensure the security of provided data, analyze the different groups of users that can be derived from the web access logs and extract patterns, profiles and trends.

Data clustering problem is not so contemporary in computer science society. Recently a new class of data came up to augment the difficulties of data clustering. Data streams are large volumes of data arriving continuously. This renders most traditional algorithms too inefficient.

Our results. We propose a model for clustering click streams using a framework consisting of an online component and an offline component. In [3], the authors were interested in clustering evolving Data Streams via a framework. According to their design the framework is separated out into an online micro-clustering component and an offline macro-clustering component. We adopt this general concept and we use k-means for clustering click stream data. In addition we form a generalized model that works on the data many times providing clustering results for certain time periods. These results show the differences between clusters and easily can be extracted trends and usability and security conclusions.

The basic attribute of clustering data streams is one-pass algorithms [1]. Current methods don’t address the following issues: 1)The quality of clusters is poor when data evolves considerably over time. 2)A data stream clustering algorithm requires much greater functionality in discovering and exploring clusters over different portions of the stream.

The paper is organized as follows. In Section 2 we describe general the field of clustering data streams and we focus on click stream data. In section 3 we define the problem of clustering giving the motivation of our work. Next in Section 4 we present
the implemented model to perform clustering over click streams using a framework of two components. The presented architecture helps illustrate our main idea. Cluster analysis and possible extensions are described in section 5. Sections 6 and 7 discuss security and usability issues related with the clustering process of click stream data. In Section 8 we present the experimental methodology. The paper wraps up with a conclusion in Section 9.

2. CLUSTERING CLICK STREAM DATA
We study clustering under the click stream model of computation where given a sequence of points, the objective is to maintain a consistently good clustering of sequence observed so far, using a small amount of memory and time [11]. A click stream is defined as the ordered sequence of pages visited or requested by a user in a session [2]. The process of categorizing visitors from their clickstream is a difficult problem since typically the number of possible sequences of page-visits is huge. Moreover the time spent at each page may differ significantly from user to user. Clustering Clickstream data has become a crucial need for scalable and online observation of user actions.

The algorithms that can be applied in this kind of data are relevant to the algorithms used generally for data streams. There are many approximation algorithms for clustering with a single pass. The most common algorithm with high quality results is k-means and its variants.

There are also many techniques that have been proposed for this problem last years, such as [15], [16], [17], [18], but an autonomous procedure that gives a solution is yet to emerge. The main source of data is web access logs and in recent works like [13], [14] authors have proposed algorithms that take into account both the trajectory taken through a website and the time spent at each page even using functions of longest common subsequence of click streams.

The whole implementation is based on [3]. Besides there are some crucial differences and moreover in our implementation we focus in web log data. In our case the online component doesn’t use a storage system to save summary statistics. The whole process takes place in the temporary memory where the web log data are merged. In addition the online component doesn’t create micro-clusters but creates an array with fixed size that merges the web log data in the memory. The offline component can be comprised by many different clustering algorithms that work parallel and independently in order to provide a variety of groups of data clusters depending on the current given attributes. In other words we don’t propose only a two-phased approach but an intergraded system that can be extended even to a web service that provide combinations of clustering methods in order to give an output powerful insights of data streams.

3. PROBLEM MOTIVATION
The clustering problem is defined as follows: for a given set of data points, we wish to partition them into one or more groups of similar objects. With the term similar objects we mean similarity between objects that derives from some distance measures or objective functions. Last years this problem is being widely researched in the database, data mining and statistics communities. The motivation here is the large number of relevant applications that are needed to find some alternative ways to handle this data.

4. THE MODEL
In this section we present a new approach on clustering data streams via a data stream clustering model which is guided by some server-centered requirements. The stream data of the proposed implementation are click stream data. The input are these data and the output are a number of clusters.

4.1 Architecture
The main idea is to divide the clustering process in two fundamental phases. In the first phase runs an online component that automatically stores continuously data in a compressed way and in the second phase run some offline components that use these compressed data in order to produce clusters.

![Figure 1. Model architecture.](image)

We propose an integrated solution for performing click stream analysis. For the purposes of our model the input stream that is being handled by the model is the web-click streams of a web server that hosts websites. A click stream is defined as the ordered sequence of pages visited (or requested) by a customer/user in a session. In a web log data preprocessing is to define a session and a customer. Click stream analysis plays an important role in the decision-making process.

4.2 Using weblog data
When a user access a file in a web server a corresponding row of data is available and is being recorded in log files. Log recorded by a web server provide the data for different types of analysis. Different web-servers generate different types of web logs and some are capable of keeping more than one type of log [2].

In our model we don’t use these log files because in this case we have to use hard disks of big capacity and also this will aggravate the total running time of our model. The proposed model cancels this process of the creation of log files and uses directly the data of log files in the on-line component.

The log files for the Apache Web server are found in the /var/log/httpd directory (all file names and locations are based on Fedora 4). You'll find a number of logs, the most current one being access_log. The default format of the file is:
Table 1. Default format of access log file

<table>
<thead>
<tr>
<th>IP Addresses</th>
<th>Page 1</th>
<th>Page 2</th>
<th>Page 3</th>
<th>...</th>
<th>Page N</th>
</tr>
</thead>
<tbody>
<tr>
<td>192.168.1.1</td>
<td>1</td>
<td>12</td>
<td>1</td>
<td>...</td>
<td>34</td>
</tr>
<tr>
<td>192.168.1.2</td>
<td>1</td>
<td>34</td>
<td>21</td>
<td>...</td>
<td>9</td>
</tr>
<tr>
<td>192.168.1.7</td>
<td>23</td>
<td>0</td>
<td>1</td>
<td>...</td>
<td>0</td>
</tr>
<tr>
<td>192.168.1.3</td>
<td>0</td>
<td>77</td>
<td>9</td>
<td>...</td>
<td>8</td>
</tr>
<tr>
<td>192.168.1.22</td>
<td>34</td>
<td>112</td>
<td>87</td>
<td>...</td>
<td>67</td>
</tr>
<tr>
<td>192.168.1.121</td>
<td>2</td>
<td>5</td>
<td>48</td>
<td>...</td>
<td>12</td>
</tr>
<tr>
<td>192.168.1.4</td>
<td>41</td>
<td>8</td>
<td>11</td>
<td>...</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

4.3 Framework

Authors in [3], study the clustering problem for the data stream domain. They introduce a fundamentally different philosophy for data stream clustering which is guided by application-centered requirements. According to their design the framework is separated out into an online micro-clustering component and an offline macro-clustering component. In our framework we adopt this general concept in order to solve a specific problem of clustering click stream data.

To the best of our knowledge there is no previous work about this problem of mining Clickstream data with an on-line framework. Some algorithms on clustering data streams [12] assume that the clusters are to be computed over the entire stream. Such methods simply view data stream clustering problem as a variant of one-pass clustering algorithms. In our problem of clustering click stream data we have to view data as an infinite sequence of data which continuously evolves with time. In the following two subsections we will discuss the framework components of our Clickstream clustering model in detail.

4.3.1 The On-line component

In this component we maintain compressed data of server requests at a continuous way. These summary statistics provide sufficient information about users that access the server. The information that we save in memory with the on-line component are some of the fields that an access log provide. The advantage of this part is that the process is running without breaks and continuously updates efficiently the summary statistics in the memory.

In our first experiment model we use a two-dimensional array and in its rows we have the requested urls and in the rows Ip’s that correspond to the current user. In this way we save in the memory an array that only holds counters about user accesses in the predefined urls. It is assumed that the array is maintained at any moment by the algorithm. An example of the structure of this array is the array of Table 2 below.

Table 2. Structure of merged data

<table>
<thead>
<tr>
<th>IP Addresses</th>
<th>Page 1</th>
<th>Page 2</th>
<th>Page 3</th>
<th>...</th>
<th>Page N</th>
</tr>
</thead>
<tbody>
<tr>
<td>192.168.1.1</td>
<td>1</td>
<td>12</td>
<td>1</td>
<td>...</td>
<td>34</td>
</tr>
<tr>
<td>192.168.1.2</td>
<td>1</td>
<td>34</td>
<td>21</td>
<td>...</td>
<td>9</td>
</tr>
<tr>
<td>192.168.1.7</td>
<td>23</td>
<td>0</td>
<td>1</td>
<td>...</td>
<td>0</td>
</tr>
<tr>
<td>192.168.1.3</td>
<td>0</td>
<td>77</td>
<td>9</td>
<td>...</td>
<td>8</td>
</tr>
<tr>
<td>192.168.1.22</td>
<td>34</td>
<td>112</td>
<td>87</td>
<td>...</td>
<td>67</td>
</tr>
<tr>
<td>192.168.1.121</td>
<td>2</td>
<td>5</td>
<td>48</td>
<td>...</td>
<td>12</td>
</tr>
<tr>
<td>192.168.1.4</td>
<td>41</td>
<td>8</td>
<td>11</td>
<td>...</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

4.3.2 The Off-line component

In this component we use several clustering algorithms, as separate components, that use the array of on-line component to create clusters. The main idea here is to create snapshots of the array in the memory and run in these snapshots the offline components in order to create clusters. This process for every offline component can take time Ti and after this time we take some new snapshots and we run again every off-line component. The time Ti depends on the runtime of the clustering algorithms that we are going to use and on who often our clusters we speculate to change. At each such time, we store away the snapshot of the array. We also delete the least recent snapshot. After that we have updated clusters even some new. The produced clusters can be stored in a data-base or in the memory. The number of clusters is something that is based on how detailed clusters we want to have every time.

As a first clustering algorithm we used the well known K-means clustering algorithm. K-means take as input the array of counters and make clustering to them. Every Ti that K-means runs produces some cluster and we store these clusters and the current snapshot of the array of data. In this way we have every time a collection of clusters stored in secondary memory with the corresponding array of data.

4.4 Storing Clusters

Clusters refer every time in the Ti we are running the clustering algorithm. Every Ti time we produce new clusters and we store these clusters and the array of data that we have used in this round. In order to have better results we don’t have to store the array every time but we can have from the begging an array with some column more that refer to the cluster that the current entry belongs the given time Ti.
on time.

multidimensional data structures in order to apply queries based representations and persistent data structures and analysis could be the use of queries in one-dimensional values at different lag intervals respectively.

detect trends in these time series. For example smoothing and nonrepetitive changes to the attribute values over time. As a consequence many straightforward techniques can be used to patterns may include trends that can be viewed as systematic finding patterns in the data and predicting future values. Detected analysis can play an important role here as may be viewed as horizon, the different variations of the initial clusters. Time series analysis techniques we can have, for a time horizon, the different variations of the initial clusters. Time series analysis can play an important role here as may be viewed as finding patterns in the data and predicting future values. Detected patterns may include trends that can be viewed as systematic nonrepetitive changes to the attribute values over time. As a consequence many straightforward techniques can be used to detect trends in these time series. For example smoothing and correlation are two approaches for finding moving averages of attribute values and to determine the correlations between data values at different lag intervals respectively.

Some final system extensions for augmentative and detailed analysis could be the use of queries in one-dimensional representations and persistent data structures and multidimensional data structures in order to apply queries based on time.

6. SECURITY ISSUES

In comparison with this model there are some security issues that can be mentioned. First of all there is a clear segregation about security between clusters and segments of clusters. In other words we can meet some open security issues concerning both the clusters and the segments of clusters. The most important of them are the security issues concerning the behavior of the segments that a cluster has.

A suggested security model for data streams could use some rules concerning the behavior of clusters and of the segments in the clusters. For example some rules could be the number of clusters, the size of them, and the anticipated target-cluster of a concrete segment or even the fact of a strange alteration of one segment from a stable cluster to another one. In this example if one of the rules contravene then we face security problems.

Generally our aim is to have a security model that runs in collaboration with the clustering model of Fig. 1 so as to find automatically differences from the defined rules. According to the model of Fig. 1 if the resulted clusters and their segments at a current time period T1 satisfy the rules related to this off-line component then if in time period T2 the updated clusters and their segments don’t satisfy the rules then the security model stores the necessary information about the current problem.

Other issues are the protection of privacy of information sources and the exercise of control over potential data mining results [19]. According to the first issue we mean the ability to stop data mining projects to have access into individual data. This is a very common problem especially recent years that has been adapted by many companies and states. In this issue are included and other problems like data mining techniques that can give the ability to predict individual data values. According to the second issue we discuss problems that derive from the bad use of the available results. There is no assurance that data mining techniques will not misuse data and will not reveal private information.

As a conclusion data mining techniques in general and in our case the proposed model for clustering click stream data have to consider issues about safely releasing data.

7. USABILITY ISSUES

The data clustering method can play an important role in the usability factor of the Data Stream Applications. The ISO 9241-11 [4] describes usability as “the extent to which a product can be used by specified users to achieve specified goals with effectiveness, efficiency and satisfaction in a specified context of use”. A usable system is one that is designed to consider all the aforementioned features.

Since usability is a term too abstract to be studied directly, it is usually divided into the following terms, identified by Nielsen [5]:

1. Learnability: Is a measure of how much training is required before a specified level of proficiency is reached.
2. Efficiency: The attribute of a system that allows for the user to maximize productivity.
3. Memorability: This shows how easily a user recalls how to reuse a system after a period of time and measures how robust the learning and performance are.
4. Errors: It’s a measure of the accuracy of the work carried out to complete tasks.
5. **Satisfaction**: Is the feeling that a user must have after the use of a system.

Until today both user testing with real users and questionnaires were the most common usability evaluation methods. In this work we introduce an alternative method for measuring usability in data stream applications. By applying some clustering analysis in the output clusters we can find some metrics in order to find out if the data stream application is usable in a high level.

In our implementation:

- Assume that we have a number of clusters of users that correspond to the web pages that the web server hosts. If a cluster is very big and the path from the index page to the page of this cluster is not direct then we can conclude that the web site faces usability problems (Efficiency, Memorability, Satisfaction).
- Assume that we have clusters that correspond to pages that don’t belong to our page set. This is another usability problem (Errors).

Finally usable data stream applications can lead the quality of provided services to a high level.

### 8. EXPERIMENTAL METHODOLOGY

Our model can be divided into two parts. The first part contains the online component that takes the data from the web server and creates an array in the memory with the compressed information. The second part contains the offline component where we employ k-means clustering in this array.

#### 8.1 Data extraction

As soon as the web server is running, the next essential step is to design and implement a methodology for extracting requested data from this server. For this purpose an engine which operates on the web server at a very low level was built in order to read every request on the server and create an array in the memory with summary information for every request. This engine runs continuously in parallel with the server.

The basic requirements for this engine were:

- To operate without a need to pre-process or compile files.
- To handle all expected requests for all type of files. The engine should identify patterns in these requests in order to handle only requests for page files and then use them to fill the array.
- To execute swiftly and handle arbitrary amounts of data requests.

Based on these requirements we employed regular expressions in order to implement the engine, as these can efficiently find for patterns of file types and names among the requests. The output array that represent the input for clustering is presented bellow.

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>User’s IP</td>
<td>Its values are identification of the corresponding input</td>
</tr>
</tbody>
</table>

### 8.2 Data clustering

We propose here an offline framework for using data mining techniques in order to facilitate comprehension of user’s actions over a web site, as depicted in Fig. 1. First, we employ K-means clustering on data extracted from the web server. Clustering is more suitable for this purpose because it produces overviews of user’s behavior by creating mutually exclusive groups of ip’s according to their similarities, thus reducing the time required to understand the overall actions of users. Clustering has also the potential to discover user patterns and trends even “unusual” or outlier cases which may require further attention for security and usability issues. As soon as clustering is completed, the following type of information is created as its output, which is in turn used as input for further mining techniques and cluster analysis:

- Cluster ID.
- User’s ip (ID) as it is the identification for each user.

#### 8.2.1 K-Means Clustering Parameters

As described K-Means clustering algorithm was employed in this step of research work. Some of its key features include the need for the user to define the number of derived clusters and the initial centroids as is presented in Table 5. The output parameters of k-means are presented in Table 6.

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input Dataset</td>
<td>The given dataset</td>
</tr>
<tr>
<td>Number of iterations</td>
<td>The number of iterations to perform clustering.</td>
</tr>
<tr>
<td>Number of Clusters</td>
<td>The number of clusters the algorithm generates.</td>
</tr>
<tr>
<td>Values of centroids</td>
<td>The value of the initial centroids from where the algorithm will start to examines the data set.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster ID</td>
<td>The identifier of the fitting cluster for the corresponding input record.</td>
</tr>
<tr>
<td>User’s IP</td>
<td>Its values are identification of the corresponding input record to the fitting cluster</td>
</tr>
</tbody>
</table>

Further experimental results will be available in the full version of the paper.

### 9. CONCLUSIONS

In this paper, we used a common clustering algorithm into a modified framework to extract a set of clusters in order to define...
the behavior and the trends of users that access web pages in a web server.
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